


e'_

%~ please utilise the Q&AfUnCﬁibh'to det your (uestidn ahswerdd 4

Q&A B y TP\

1
@ Lock event

v
& Invite and remind

) Copy event link

% Audio connection

3J nfoersteOfficeDX80




Ja

Nein

Zu schnell

Zu langsam

Applaus

Lachen

. {“ - )

vv%rmg polft’rfg gugsﬁﬁgs “ g .
J } A

Feedback



\ y

L/

@w ” P4 ‘; ‘5’

h"a ‘Ehance,tz&

. ‘ , ‘ y {“ ‘—’

/) ' ﬁ]
Wﬁn'% \‘w..,

o



I
CISCO

Cisco SD-Access
Migrationsszenarien

Virtual Espresso Webinar

Patrick Mosimann, Technical Solutions Architect
Vitus Andreoli, Technical Solutions Architect
22. Dezember 2021






SD-Access

SD-Access

_>
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Ditferent options for connecting L2 domains

. Macro segmentation

| 1 Micro segmentation

Fabric with unmanaged Fabric with unmanaged

Layer 2 switched access Connected Layer 2 domain

-_——_— = - - - -—— - - - -- oo oo o — -—— - - = - - - ——_———— - - e = =

Q— L2 Border
Uy

_________________

Edge Node

——— - ——
—_———————

,________
- - ————-

{O— Edge Node

_________________

Access (L2)  O— Unmanaged Access (L2)  O— Unmanaged

Catalyst 9000 Series
switch as Policy

T —————————— / Extended Node
Use case: Keep your existing Use case: Connect a legacy/unmanaged Use case: Retain Layer 2 access
unmanaged switches network to the fabric + Extend segmentation down to Layer 2
+ Segmentation starts at distribution layer « Segmentation starts at L2 border * Integrated wired and wireless
* Integrated wired and wireless * Integrated wired and wireless

Benefit: Allow tenants to bring their

Benefit: Allow migrate towards a fabric. Benefit: Security and automation at every layer
own network.

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 13



Connecting L2 domains on Fabric Edge

Significant use cases: Tradeoffs for the traditional Layer 2

. Cisco DNA Center automated segmentation sthchmg domain:
(VN and SGT) over an IP core . Not automated by the Cisco SD-Access
Phased migration to Cisco SD-Access workilows

' J . Unlikely to support Group-Based Policy.

- Connection of third-party networking . GBP could start at the Edge Node.
solutions . May not receive the benefits of Cisco DNA

. Anycast IP gateway - any IP address Center base Automation and Assurance
anywhere

Trunk port

Intelligent switches Cisco SD-Access Automation

v Cisco SD-Access Automation X
? Base automation
5
2

v Base automation
s Assurance
v Micro-segmentation

? Assurance

N o ~? Micro-segmentation
Traditional Layer 2 switching domain



Connecting L2 domains on Fabric Edge
Automated VN-based macro-segmentation over an IP core (1/9)

Physical

TLayer 3
* lLayer 2

Trunk

Traditional L2
switching domain

oy
-




Connecting L2 domains on Fabric Edge
Automated VN-based macro-segmentation over an IP core (2/9)

Physical Logical

TLayerS

lLayerZ

Trunk

Traditional L2 Traditional L2
switching domain switching domain
-
Access
VLAN

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential



Connecting L2 domains on Fabric Edge
Automated VN-based macro-segmentation over an IP core (3/9)

(BNICP)

IP core

Trunk port

Traditional L2
switching domain

Nl
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 17

Traditional L2
switching domain




Connecting L2 domains on Fabric Edge
Automated VN-based macro-segmentation over an IP core (4/9)

(BNICP)

l-___l I-_-_l
IP core

IP core

Trunk port

Traditional L2
switching domain

Nl
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 18
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Connecting L2 domains on Fabric Edge

Automated VN-based macro- segmengggéoneggper an IP core (5/9)

IP core

Trunk port

Traditional L2
switching domain

Nl
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 19

Traditional L2
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Connecting L2 domains on Fabric Edge

Automated VN-based macro—segmengggLonegg/Per an IP core (6/9)

IP core

Trunk port

Traditional L2
switching domain

Nl
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 20

Traditional L2
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Connecting L2 domains on Fabric Edge

Automated VN-based macro—segmengggLonegg/Per an IP core (7/9)

IP core

Trunk port

Traditional L2
switching domain

Nl
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 21

Traditional L2
switching domain




Connecting L2 domains on Fabric Edge

Automated VN-based macro—segmengggLonegg/Per an IP core (8/9)

IP core

Trunk port

Traditional L2
switching domain

Nl
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 22

Traditional L2
switching domain




Connecting L2 domains on Fabric Edge

Automated VN-based macro—segmengggLonegg/Per an IP core (9/9)

IP core

VN

Trunk port

Traditional L2
switching domain

Traditional L2
switching domain
A

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 23




Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (1/7)

/
<—/ IP core

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain



Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (2/7)

ii i
<_/ IP core \I\>

-

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain

nd/or its affiliates. All rights reserved. Cisco Confidentia



Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (3/7)

iE i
<_/ IP core \I\>

-

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain




Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (4/7)

iE i
<_/ IP core \I\>

P

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidentia
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Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (5/7)

iE i
<_/ IP core \I\>

2

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidentia



Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (6/7)

iE

:

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidentia



Connecting L2 domains on Fabric Edge
Adding multiple L2 switching domains (7/7)

iE

o

Traditional L2 Traditional L2 Traditional L2
switching domain switching domain switching domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidentia
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Connecting L2 domains on Fabric Edge

Important Considerations (1/6)

- Switching loops, StackWise (hardware stacking), and StackWise Virtual

[raditional LY
switching
domain

Same VLAN connected to two different
Edge Nodes = switching loop

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

raditional L
switching
domain

aditional L
switching
domain

raditional L
switching
domain

raditional L
switching
domain

Same VLAN connected to different ports on a
StackWise or StackWise Virtual switch is fine.

Use STP or port-channel(s) to prevent loops
between Edge Nodes and traditional Layer 2

switching domain.

31



Connecting L2 domains on Fabric Edge
Important Considerations (2/6)

- No roaming latency concerns for Fabric-Enabled Wireless and Over The Top
(concentrator-based) wireless.

- For endpoints roaming between SD-Access Edge Nodes, the endpoint
roaming latency will be inappropriate for real-time roaming applications,
such as Voice over flex or flex-like wireless.

- Feature for fast roaming between Edge Node switch ports is in planning now.

Typical Wireless Roaming Times with Cisco SD-Access 2.1.2

Wireless Deployment Type Roam Pattern Average Observed Roam
Latency

FlexConnect OTT APs connected to the same Edge Node [700-800 ms

FlexConnect OTT APs connected to different Edge Nodes|700-800 ms

SD-Access Wireless APs connected to the same edge node |70 ms

SD-Access Wireless APs connected to different edge nodes [85 ms




Connecting L2 domains on Fabric Edge
Important Considerations (3/6)

. Cisco SD-Access Custom VLAN ID* feature is required to match already-
configured traditional L2 switching domain VLAN ID.

interface VLAN11l1l interface VLAN111l
ip address aaa vrf forwarding CORP

shutdown ip address aaa
interface VLAN222 — no shutdown

ip address bbb gg

shutdown

interface VLAN222
vrf forwarding CCTV
interface ip address bbb
ip address ccc
no shutdown

no shutdown

Traditional L2
switching domain

B

*Introduced in 2.2.2.x



Connecting L2 domains on Fabric Edge
Important Considerations (4/6)

- Fabric APs connected to traditional L2 switching domain are already
supported.

- This enables a rapid realization of the benefits of Fabric-Enabled Wireless (SGT, Automation,
Assurance, wireless data plane switched locally on Edge Node, etc.)

nd/or its affiliates. All rights reserved. Cisco Confidenti



Connecting L2 domains on Fabric Edge
Important Considerations (5/6)

- The IP core may need to support multicast and jumbo MTU (depends on
size of overlay packets).

- Covered heavily in DGTL-BRKENS-3822. But in short:

BNICP
((I:c(:;e\\

Traditional L2
switching domain



https://www.ciscolive.com/global/on-demand-library.html?search=DGTL-BRKENS-3822&search=DGTL-BRKENS-3822

Connecting L2 domains on Fabric Edge
Important Considerations (6/6)

- The IP core may need to support multicast and jumbo MTU (depends on
size of overlay packets).

- Covered heavily in DGTL-BRKENS-38227. But in short:

« Fabric Edge Node SVIs cannot fragment overlay payloads.
'*’ « The IP core will need to accommodate the Cisco SD-
Access VXLAN MTU.
VALAN MTU « VXLAN cannot be fragmented.
Maybe ASM «  The Overlay can use TCP adjust-MSS for large TCP flows.
Maybe SSM Large UDP in Overlay needs to be addressed outside of
N fabric e.g. external Layer 3 device or on the endpoint.
« |P core may need to support ASM and SSM
SD-Access Layer 2 Flooding feature uses underlay ASM.
SD-Access Native Multicast feature uses underlay SSM.

v

Traditional L2
switching domain
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L2 Border - Deployment Model

Same VLAN on two borders not supported

Border A

Border B

a

Host 1 Host 2
IP: 10.1.1.0/24 IP: 10.1.1.0/24

} \

IP: 10.1.1.0/24

b

|
Hosts attached to SDA Fabric Hosts attached to traditional
Edge nodes in Address Pool (1024) Access switches in VLAN (300)

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential
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L2 Border - Deployment Model
Supported

@ Layer 2 Border
(-) Single chassis or
- Stackwise Virtual

SDA Fabric

Host 1
IP: 10.1.1.0/24
\

Host 2 Host 3
IP: 10.1.1.0/24 IP: 10.1.1.0/24
J \
| |
Hosts attached to SDA Fabric Hosts attached to traditional
Edge nodes in Address Pool (1024) Access switches in VLAN (300)

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential
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L2 Border - Deployment Model
Supported

@ Layer 2 Border
(-) Single chassis or
(-—) Stackwise Virtual Single or
port-channel”

. Trunk Port
SDA Fabric
Host 1 Host 2 Host 3
IP: 10.1.1.0/24 IP: 10.1.1.0/24 IP: 10.1.1.0/24
J \
|
Hosts attached to SDA Fabric Hosts attached to traditional
Edge nodes in Address Pool (1024) Access switches in VLAN (300)

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential
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L2 Border - Deployment Model
Stackwise Virtual 9500 and 9500H

— - = == Stackwise Virtual
| Layer 2 Border

|
| Port-channel
I trunk port
(B, '
- |
- :
-

| | A | * Dual-Homing requires

L2 MEC to prevent L2 loops

SDA Fabric

Host 1 Host 2
IP: 10.1.1.0/24 IP: 10.1.1.0/24

J \ }

IP: 10.1.1.0/24

|
Hosts attached to SDA Fabric Hosts attached to traditional
Edge nodes in Address Pool (1024) Access switches in VLAN (300)

© 2021 Cisco anajor Its armiates. All rignts reserved. CIsco conrtiaentual
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Starting point for phased Migration

Traditional L2 switching domain connected to FE
\ /
—

IP core

Fabric AP Traditional L2 Fabric AP Traditional L2

switching domain switching domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

Traditional L2
switching domain

44



Traditional Layer 2 Switching Domain Connected to Fabric Edge

Intelligent switch "

é é &

and/or its affiliates. All r ved. Cisco Confidential

Fabric AP



Convert a Traditional Switch to Cisco SD-Access Mode




Convert a Traditional Switch to Cisco SD-Access Mode

Rebuild the switch:

1.
2.

|OS XE version complies with the SD-Access Compatibility Matrix.
License level / subscription level sufficient.

R 2
S
]

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential
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https://www.cisco.com/c/dam/en/us/td/docs/Website/enterprise/sda_compatibility_matrix/index.html

Convert a Traditional Switch to Cisco SD-Access Mode

Rebuild the switch:
1. 10S XE version complies with the SD-Access Compatibility Matrix.
2. License level / subscription level sufficient.

R 2
S
]

3. Factory reset the switch as per LAN
Automation Deployment Guide.

4. Execute LAN automation or Extended Node
onboarding.

5. Add to Fabric Site as Edge Node or
Extended Node.

6. Provision Edge Node ports in Host
Onboarding.

nd/or its affiliates. All rights reserved. Cisco Confidential


https://www.cisco.com/c/dam/en/us/td/docs/Website/enterprise/sda_compatibility_matrix/index.html
https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/tech_notes/b_dnac_sda_lan_automation_deployment.html

Convert a Traditional Switch to Cisco SD-Access Mode

Rebuild the switch:
1. 10S XE version complies with the SD-Access Compatibility Matrix.
2. License level / subscription level sufficient.

Manual conversion
to Fabric Edge Node

R o 3
.
®

3. Factory reset the switch as per LAN 3. Replace startup configuration with tailored startup
Automation Deployment Guide. configuration and reload the switch:

4. Execute LAN automation or Extended Node «  Routed p2p uplinks, LoopbackO
onboarding. «  MTU that accommodates VXLAN overhead

5. Add to Fabric Site as Edge Node or «  Multicast routing and PIM, if required
Extended Node. «  SSH and SNMP credentials

6. Provision Edge Node ports in Host 4. Modify distribution layer to have routed downlinks or
Onboarding. repatch switch to new distribution.

5. Discover just-reloaded switch in Cisco DNA Center,
Provision, and add to fabric site as Edge Node.
6. Provision Edge Node ports in Host Onboarding, if

raIirad


https://www.cisco.com/c/en/us/td/docs/cloud-systems-management/network-automation-and-management/dna-center/tech_notes/b_dnac_sda_lan_automation_deployment.html
https://www.cisco.com/c/dam/en/us/td/docs/Website/enterprise/sda_compatibility_matrix/index.html

Traditional Layer 2 Switching Domain Connected to Fabric Edge

ii
((;(fo—re\\




Traditional Layer 2 Switching Domain Connected to Fabric Edge

Port is shutdown on the Edge Node
_Or_
Cable is temporarily disconnected
_Or_
3. Edge Node port is Closed Authentication so that trunk is not
enabled

BNICP
((_(_\ *Cannot connect same Layer 2 domain to two Edge Nodes. Thus:
IP core

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential 51



Traditional Layer 2 Switching Domain Connected to Fabric Edge

* Device could be provisioned as an Edge Node or
Policy Extended Node.

A Policy Extended Node is depicted to showcase
flexibility of options.

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential



Traditional Layer 2 Switching Domain Connected to Fabric Edge




Traditional Layer 2 Switching Domain Connected to Fabric Edge

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential
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Starting point for phased Migration

Traditional L2 switching domain connected to FE

IP core
Fabric AP Traditional L2 Fabric AP Traditional L2 Traditional L2
switching domain switching domain switching domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential



Phased Migration over time
Traditional L2 switching domain connected to FE

éﬁi;} <?§E>

—

IP core

Traditional L2 Traditional L2
switching domain switching domain




Phased Migration over time
Traditional L2 switching domain connected to FE

éﬁi;} <?§E»

—

IP core

Traditional L2
switching domain




Phased Migration over time
Traditional L2 switching domain connected to FE

ii i
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B - %

L2 Border Migration Example —

WAN / Internet / DC /| WLC
| Extranet / Services /| DNAC / ISE

= =
- -

Brownfield Routed/Switched to SD-

Access fabric Migration )»4
2 Access with L3 Distribution/Core Layer /'
) ’ VSS / SWV
: :’ - = | Distribution or
w1 Rag—E

IOT devices cannot change IP address Laver j‘ . /
i -

3 | Collapsed core

(static) [5&,"6}'%;' = 5 i -
Corporate endpoints have DHCP enabled R A A W S il B
No cabling changes to existing

brownfields network

Access Layer HW is already SD-Access
capable

Keep wireless OTT design

i g
0 Access
SW

10.99.99.11
(static)

o ®
9 10.99.99.10

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential (static)

10.3.4.x
(DHCP)



L2 Border Migration Example — JC %

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

SSSNAN / Internet / DC /| WLC
| Extranet / Services /| DNAC / ISE
-

—

N

iE

BN|C

. Distribution or
' Collapsed core

- -
— - | | ‘_:: | ‘_:: |

S| >
‘ Access

-
‘_:: SW

C9500H SWV

10.99.99.11
10.3.4.x

(static)
DHCP e ®
( ) 9 10.99.99.10
(static)

10.22.0.x
(DHCP)



NS N

2 Border Migration Example‘f%

. Connect L2 border to legacy L2

domain, shut down SVI in legacy
domain and create SVI on L2
border

. Confirm correct licenses and SDA

certified 10S-XE version on access
stack

. Replace startup config on access

stack and reload
Convert SWV downlinks to P2P L3

. Discover and provision as FE
. Assign new FE ports to VNs/Pools

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

TSN AN / Internet /| DC / WLC
| Extranet / Services /| DNAC / ISE

—
‘m ‘ \
VSS / SWV

‘ -, Distribution or
Collapsed core

m‘ B

iE

C9500H

Access
stack

C9500H SWV

. 10.99.99.11
10.3.4.x (static)
(DHCP) 62
©10.99.99.10 10.22.0.x
(static) (DHCP)



2 Border Migration Examplaf%

TSN AN / Internet / DC / WLC
| Extranet / Services /| DNAC / ISE

/. DHCP client IP address changed ‘*’

8. For IOT devices, IP address stays

| Y i

same
9. On next next access stack confirm C9500H

correct licenses and SDA certified

e |
’(-’
> /4\
X
A - VSS / SWV
- i
|OS-XE version on access stack

—wmsm | Distribution or
i g
10. Replace startup config on access
stack and reload
11. Convert SWV downlinks to P2P L3
12. Discover and provision as FE
13. Assign new FE ports to VNs/Pools

& . | Collapsed core

o
' \‘. ‘7’ \‘-

Access - =
|
e ! stack N (s <

C9500H SWV (oo =
<
é
: 10.99.99.11
10.13.x. (static) )
© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential (DHCP) ’.“10999910 b -

(static) (DHCP)



L2 Border Migration Example ~

12. Remove L2 handoff from L2
border

13. Disconnect L2 border from legacy
L2 domain

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

BN |CP

BN |CP

C9500H

BN )}’

C9500H SWV

N

“=YUAN / Internet / DC / WLC
| Extranet / Services /| DNAC / ISE

VSS / SWV
: i ' Distribution or
: ! ' Collapsed core
1 |

D~ \ U s [ SR N N s W I ——3>Xn
s
FE FE
Access
stack
@
o
. 10.99.99.11
10.13.x.X (static) (7]
(DHCP) @ 64
’010.99.99.10 10.13.x.X
(static) (DHCP)



L2 Border Migration Example ~

~=UAN / Internet / DC / WLC

( For completeness: Repeat procedure per L2
domain, or if ambitious, convert entire L2 domain in
one change window)

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

BN |CP

BN |CP

C9500H

BN )}’

C9500H SWV

| Extranet / Services /| DNAC / ISE

Access
stack

10.13.x.x
(DHCP)

FE

&

10.99.99.11
(static)
’o‘
®1099.99.10
(static)

10.13.x.x
(DHCP)

VSS [ SWV
| Distribution or
' Collapsed core

65



L2 Border Migration Example ~

( For completeness: Repeat procedure per L2
domain, or if ambitious, convert entire L2 domain in
one change window)

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential

BN |CP

BN |CP

C9500H

BN )}’

C9500H SWV

“=YUAN / Internet / DC / WLC
| Extranet / Services /| DNAC / ISE

VSS [ SWV
| Distribution or
' Collapsed core

— T ————>Xn

T 7>
FE FE
Access
stack
@
o
° 10.99.99.11
10.13.X.X (static) N
(DHCP) o ® -
@ 1099.99.10 1013.x.x
(static) (DHCP)



2 Border Migration Example —
~=AN / Internet / DC / WLC [0

| Extranet / Services /| DNAC / ISE
- -
‘ \

I

7/ -
| Distribution or
' Collapsed core
- |
= 7 Sooel ——>Xn

( For completeness: Repeat procedure per L2
domain, or if ambitious, convert entire L2 domain in
one change window)

|
: Access

C9500H SWV
¢ 10.99.99.11
10.13.x.x (static) D
© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential (DHCP) % 67
10.99.99.10 10.13.x.x

(static) (DHCP)



2 Border Migration Example —
‘WAN/Internet/DC/WLC

| Extranet / Services /| DNAC / ISE

( For completeness: Repeat procedure per L2
domain, or if ambitious, convert entire L2 domain in
one change window)

VSS [ SWV
| Distribution or
' Collapsed core

Sl ————Xn

XY

|
: Access

C9500H SWV
© 10.99.99.11
10.13.x.X (static) D
© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential (DHCP) o% 68
10.99.99.10 10.13.x.x

(static) (DHCP)



| 2 Border Migration Example, =

SSSNAN / Internet /| DC / WLC
| Extranet / Services /| DNAC / ISE

—— N

( For completeness: Repeat procedure per L2
domain, or if ambitious, convert entire L2 domain in BN |CP
one change window) 4*»

C9500H
Access
stack
© 10.99.99.11
10.13.x.x (static) D
© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential (DHCP) “
5109990910 10.13.x.x

(static) (DHCP)
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Real-world Migration
Cisco Campus In San Jose
(SJC)

Multi-Site SDA fabric



SJC20-25 Original Hardware and Topology

Total of 6 Bldgs (shown only 4

10G sjc05-sbb-gw1

g
C6509/Sup2T pa, A up
- ’  Old HW was replaced

before migrating to
sjgggaz?g;%g} 1 I Iéjgszg§7gt?;;g¥1 SDA . :
e Same configuration

' I
sjc20-dtc-gw1 == ZI sjc23-dtc-gw1 was applie d

C6509/Sup2T RNV sy C6509/Sup2T . C 6500 -> C 9500

-
'“c « .’ sjc23-wlc-wl1

=ua/ 5520 WLC e (4500 -> C9400
C3850 -> C9300

>l

7
N

(I
S

sjc20-wlc-wl1
5520 WLC

sjc20-dt-gw1 vss sjc21-dt-gw1 £==74 Vss sic24-dt- = VSS _ , - Vss
@ jc24-dt-gw1 % = 25-dt-gw1 ==
C6506/Sup2T C6500/Sup2T cesoal&mT% Coo00/SupT C6506/Sup2T M sl Co500/Sup2T Szsdont S5/ cosoosupat
e y—" sty e A =
sjc20-11-sw1 . it sjc21-11-sw1 —r ) — _@
C451 OR/SUPBE Sj620-1 1-sw2 C451 OR/SUPSE sjc21 -11-sw2 Sj624-CZ-Sd-SW1 Sj024-CZ-Sd-SW2 sjc25-cz-sd-sw1 ._
C3850 C3850 C4510R/Sup8E 3850 4510/ SupBE 213?82556cz-sd-sw2
. = e e e

AP4800 AP4800 AP4800 AP4800 AP4800 AP4800 AP4800 AP4800
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Multi-site SD-Access

Fusion

O, G) ,
-
i — — —
sjc05-cz-sdbb-gw1 !-) G sjc12-cz sdbb-gw1

9560-32¢ Fabric C 9500-32C

BUCOS5 / SJC T

-pt« sjc12-cz-sdctrl-gw?2

f
SD-Access B e
-

Transit i ic25-cz-scoh2-gw1

9500-32C

sjc20-cz-sdbb1-gw 1 §jc23-cz-sdbb1-gw

9500-32C

sjc20-cz-sdbb2-gw

Fabric A |
. RE20=22 (8BIdg=y 9500-32C Fabric B
9410R 9410R 9410R SJC23-25 (3Bldgs)y-2°

9410R 9410R 9410R

\@ )
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SJC20-25 Target State Hardware and Topology

sjc05-sbb-gw1

C9600
40G
100G sjc05-cz-fusion-gw1 sjc12-cz-fusion-gw1
ASR 1002-HX ASR 1002-HX

sjc12-cz-sdbb-gw1
C9500-32C

—
——

sjc05-cz-sdbb-gw1

C9500-32C
sjaS-cz-sdctrI-gw1g jc12-cz-sdctrl-gw1
C9500-32C _’ C9500-32C

sjc23-cz-sbb-gw1
C9606R

sjc20-cz-sbb-gw1
C9606R

sjc23-cz-wl2-ewic1
C9800-80

sjc20-cz-wl1-ewlc1
C9800-80

— sjc23-cz-wl1-ewlc2 .
= ¥ sjc20-cz-wi2-ewlc2
C9800-80 C9800-80

jc23-cz-sdbb2-gw1

sjc20-cz-sdbb1-gw1 - e
sjc20-cz-s -gw1
C9500-32C C9500-32C

' '
sjc24-cz-dt-gw1 i
% sjc24-cz-dt-gw2 sjc25-cz-dt-gw1 E‘ sjc25-cz-dt-gw2

G Psic20czdgwz sic21-cz-dtgwl A==y sjc21-cz-dt-gw2
C9500-32C L,
- C9500-32C C9500-32C

Fabric A Fabric B
=4

& 3Bldgs B3 = & 3Bdgs B =

sjc21-cz-sd-sw1 )
sjc24-cz-sd-sw1 sjc24-cz-sd-sw2 I
C9410R mGig/UPOE sjc25-cz-sd-sw2

sjc20-cz-dt-gw1
C9500-32C

sjc20-cz-sd-sw1 ic20. dosw2
C9410R MGig/UPOE ~ Sieai-C2-Sc-st C9410R MGig/UPOE  sjc21-cz-sd-sw2
C9300-48 mGig/UPOE C9300-48 mGig/UPOE C9410R mGig/UPOE C9300-48 mGig/UPOE

C9300-48 mGig/UPOE

35-40 APs/Floor ===a EEviva) i ravava) rravavay reavava pravavay ravavay (]

C9130AX C9130AX A1800 C9130AX

C9130AX C9130AX C9130AX C9130AX C9130AX
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Deployment Strategy Non-fabric backbone
Legacy Network EI EI

1. Replaced old HW in Bldgs.
Deploy Transit Fabric and
Fabric A & B building
aggregation

Transit Fabric

5
2. Prepare for a building 7 B
migration ==
a) Audit the building EI EI EI
network j &
b) SWIM Upgrade Fabric A (3 Bldgs) Fabric B (3BIdgs)
3. Migrate each building, one .
atatime sl Border switches o
a) Factory reset edges '\ Wireloss /a.rf %L/E’
b) Physical uplink move = controllers
c) Factory reset building 4 1050 SJC23 SJC24
gateways N Aty = s
d) Fabric configuration: Building gateways —L» %’- % %’
LAN automation, . > .
underlay/overlay Edge switches  — [ =
config, wireless AP I SJC22 SJC21 SJC25
config o s

I—8 Iﬂﬁ

Uggl
Hﬂlﬁlmﬂ
Hﬂ'ﬁmﬂ

e) Network cleanup
4. Repeat for other buildings
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Fabric Migrations Improved Over Time

Change Request Duration (hours)

14
12
10
8
6 . . Sep 23
Cutover
4
2
0
SJC24 SJC22 SJC20 SJC23 SJC21 SJC25
Jun 25 .2020. Orchestration Guide Sprint Before Factory Reset Automation
Core Fabric Build (Process Improvement) Change Freeze (Process Improvement)

© 2021 Cisco and/or its affiliates. All rights reserved. Cisco Confidential
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Sample of Orchestration Guide

File Automation Forms Remaining fabric migrations
B8 9 EBGridView~ YFiter =+ “= Afal* 10 B I U S &~ A+ =-S5 &2 F B2 R H - $-% 9 0 00 [ -~
B O / Task SJC23 - Owner 8JC23 - Status S8JC23 - Timeline SJC23 - Notes
CR Date Sept. 23, 2020
Link to Fabric Deployment Guide Link to Fabric Deployment Guide
SWIM CR Link SWIM CR: https://rfc/CHG0519780
Fabric cut-over CR link Eabric CR: https://rfc/CHG0519612
Project Folder link (Sharepoint) SJC 23 Project Folder
End-user DHCP Migration List End-user DHCP Migration List
TAC Case Link Pro-Active TAC Case - 689971003
Site Audit Sheet Site Audit Sheet
ITE Network Automation Tool
ARBAC Tool
+ Before Completed
= During Completed
* Tasks before starting LAN Automation in DNAC Completed
+ While starting LAN Automation in DNAC - (PnP) Asad Completed 11:00 AM PDT
= After LAN Automation (Underlay + Overlay) Completed
= Finish Underlay deployment Complete
Stop LAN Automation Asad Complete
Wait for all up-link interfaces to be configured as L3 Asad Complete
Verify status of devices in DNAC is in managed state Asad Complete
Follow the guide and update network settings (via tags) Asad Complete
= Follow Post-Underlay Checklist Lance Complete

Use Lance’s script

Validate one Edge node Lance Complete
Validate DT GW Lance Complete
© 2021 Cisco and/or Validate bordernodss Lance Complete



Sample slide from our Deployment Guide

© 2021

Kicking off LAN Automation

LAN Automation

LAN Automation

—_———
@ Cisco recommends to add Peer along with Primary. Why X
LAN Automation will use selected ports of primary device to discover and on-board new devices in the network. Also
discover and automate each parallel path from peer device 1o its downstream new Underlay Network devices to
provide optimal forwarding pathe between IP core and Underlay Network through selected Primary and Peer devices
Devices will be auto-upgraded to the Golden Image selected for the sites(s). You can modify the Golden Image
‘W&Mw\\’
\W o Peer Site
.../[Fabric B - SJC23-25/SJC23 x .../[Fabric B - SJC23-25/SJC23 x
\\\
[ Primary Device* \\\b Peer Device
sjc20-cz-sdbb2-gw1.cisco.com ] sjc23-cz-sdbb2-gw1.cisco.com X
N SELECTED PORTS OF PRIMARY DEVICE (0)* Modify Selections
Discovered Device Configuration
Discovered Device Site *
SJC23 x
IP Pool*
Fabric_B_LAN_Automation &
Overlapping IP Pool PR O]

78









» = -

b K, . / :
:. o, d . )
: . -w v ’ .
. £
o w3 § e
g v v % Y - / ! 4\“\
. - LA £ ‘
" . . . l
- : B ' N =
. ! 4 " Ay .F. B ~ .
. : X - N
. b - .
.\ .4 - b ’ é v,
(4

.
/,

ol

v. b \~

0}

aa

A ‘O‘—
al-espi

NJ I+



https://gblogs.cisco.com/ch-de/tag/virtual-espresso/

Get ready to join
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